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1 Linearity testing

Let Fhom be the space of all homomorhisms Fn
2 → F2.

Theorem 1. Let us assume that f : Fn
2 → F2 is such that

Pr
x,y

[f(x) + f(y) = f(x + y)] = δ0.

Then δ(f,Fhom) ≤ δ0.

Proof. We may identify F2 with {−1,+1}. From now on we will think of f as
f : Fn

2 → {−1,+1}. Then

Pr
x,y

[f(x) · f(y) = f(x + y)] =

= Pr
x,y

[f(x) · f(y) · f(x + y) = 1] =

=
1 + E

x,y
[f(x) · f(y) · f(x + y)]

2
.

Let α = (α1, . . . , αn) ∈ Fn
2 and let Lα : Fn

2 → {−1, 1} be defined as

Lα(x1, . . . , xn) = (−1)〈α,x〉,

where 〈α, x〉 = Σn
i=1αixi (in F2).

The functions Lα are all possible homomorphisms. Moreover, they form an
orthonormal basis of functions from Fn

2 → R. Hence δ(f,Fhom) = minα{δ(f, Lα)}.
Let 〈f, g〉 , E

x∈Fn
2

[f(x)g(x)], where f, g : Fn
2 → R. It is easy to note the

following:

• If f, g : Fn
2 → {−1, 1}, then 〈f, g〉 = 1− 2δ(f, g).

• 〈Lα, Lα〉 = 1

• 〈Lα, Lβ〉 = 0, if α 6= β
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• If α = 0, then Lα(x) = 1 for all x.
If α 6= 0, then Pr

x
[Lα(x) = 1] = 1

2 .

• Lα(x + y) = Lα(x)Lα(y)

• Lα+β(x) = Lα(x)Lα(y)

Let us define f̂α , 〈f, Lα〉.

Proposition 1. Let f : Fn
2 → R. f(x) = Σf̂α · Lα(x)

We will now consider the expression:

E
x,y

[f(x) · f(y) · f(x + y)] =?

Two things to consider:

1. How does this look like for the basis functions?

2. Extend to all functions using Fourier coefficients.

First note that

• E
x,y

[Lα(x)Lα(y)Lα(x + y)] = 1

• E
x,y

[Lα(x)Lα(y)Lβ(x + y)] = E
x,y

[Lα(x)Lβ(x)Lα(y)Lβ(y)] =

E
x,y

[Lα(x)Lβ(x)]E
x,y

[Lα(y)Lβ(y)] = 0, where α 6= β.

• Similarly we may show that if α 6= β 6= γ 6= α then E
x,y

[Lα(x)Lβ(y)Lγ(x +

y)] = 0

Hence

E
x,y

[f(x)f(y)f(x + y)] =

= E
x,y

[Σαf̂αLα(x)Σβ f̂βLβ(y)Σγ f̂γLγ(x + y)]

= Σα,β,γ f̂αf̂β f̂γ E
x,y

[Lα(x)Lβ(y)Lγ(x + y)]

= Σαf̂3
α

Proposition 2. Let f : Fn
2 → R. Then Σαf̂2

α = 〈f, f〉.

Proof. Verify using the definitions.

〈f, f〉 = 〈Σαf̂αLα(x),Σβ f̂βLβ(x)〉

= Σα,β f̂αf̂β〈Lα(x), Lβ(x)〉

= Σαf̂2
α
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Therefore, if f : Fn
2 → {−1,+1} then 〈f, f〉 = 1.

Proposition 3. Σf̂3
α ≤ maxα{f̂α}

Proof.

Σαf̂3
α ≤ Σα(max

β
{f̂β}) · f̂2

α

≤ max
β
{f̂β} · Σαf̂2

α

= max
β
{f̂β}

We have proved that

if Pr[test rejects] = δ0 then E[f(x)f(y)f(x + y)] = 1− 2δ0.

We also proved that

E[f(x)f(y)f(x + y)] ≤ max
β
{f̂β}.

But maxβ{f̂β} = 1− 2δ(f,Fhom) and hence δ(f,Fhom) ≤ δ0.

2 Dictator testing

Definition 1. Let f : Fn
2 → F2. The function f is a Dictatorship if there exists

i such that f(x1, . . . , xn) = xi.

We are interested in testing this property.

Definition 2. The function f is k-Non-Dictatorship if f depends on more than
k variables.

Dictator Testing:

1. If f is a Dictatorship then accept with probability → 1

2. If f is far from every function that depends on less than k variables then
accept with probability → 1

2 .
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